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Abstract: With the advent of advanced industrial facilities, there arises a pressing demand for swifter and smarter 

production methods. This is precisely why material handling plays a pivotal role in shaping modern manufacturing 

practices. The swift and efficient material handling is achieved by implementing Automated Guide Vehicles 

(AGVs). In our study, we delve into the examination of routing and scheduling predicaments encountered by 

AGVs, employing reinforcement learning (RL) techniques with PPO algorithm, using AnyLogic and ALPyne. The 

findings we have obtained exhibit intriguing prospects for resolving the real-case study we have presented, while 

also demonstrating reliability in addressing various alterations and scaling operations associated with the problem. 
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I. INTRODUCTION 

 
The birth and development of Industry 4.0 in recent 

years has necessitated a new production paradigm 

that encompasses all aspects of the production 

process (Guizzi et al., 2020). The aim of Industry 

4.0 is to resolve the long-standing conflict between 

the individuality of on-demand output and the 

savings realized through economies of scale 

(Vespoli et al., 2021). Despite significant advances 

in the field of Industry 4.0, there is still an open gap 

in the literature regarding advanced methodologies 

for production planning and control (Vespoli et al., 

2023). Materials handling is an essential activity in 

any production process and its efficiency has severe 

impacts on the production costs (Vivaldini et al., 

2015). The reduction of makespan in a production 

line is the objective of many studies, in fact Grassi 

et al., 2023 introduced two metrics to evaluate the 

scheduling decisions and optimize the scheduling 

process, with the competitive goal of maximizing 

tool utilization and minimizing production 

makespan.  In recent years, with the need to make 

production ever faster and more intelligent (Vespoli 

et al., 2022), the introduction of AGVs has become 

necessary. AGVs are automated guided vehicles that 

allow the transport of material from one station to 

another, from one department to another. The use of 

AGVs inevitably makes every material movement 

faster. AGVs have many advantages, but also 

problems. Among the problems related to AGVs, 

those of interest for this work are those related to 

logistics. Logistics problems are defined in three 

categories: dispatching, scheduling, and routing 

(Vivaldini et al., 2015).  In this work the attention is 

placed on the concepts of routing and scheduling 

since they influence each other. In general, routing 

and scheduling problems are interrelated since the 

scheduling strategy must ensure that the given 

routing algorithm's conditions are met scheduling. In 

the literature there are several proposals which try to 

solve, at least separately, either the routing problem 

or the scheduling problem. Marchesano et al., 2022 

propose Reinforcement Learning (RL) for resolving 

production scheduling difficulties of varying 

complexity. In this way, human intervention in 

production scheduling can be reduced, while planning 

and decision-making capabilities are improved at the 

same time. Salatiello et al., 2022 propose a new 

dispatching rule able to assign the jobs to the 

available resource by considering the processing 

time, the machine's utilisation and the due dates, 

evaluating the advantages of an Industr
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4.0 enabled Job Shop production system. 

Marchesano, Guizzi, et al., 2022 present, in an 

application environment, a dispatching rule based 

on a deep reinforcement learning (DRL) 

algorithm. The overall objective of the research is to 

provide a general scheduling tool that may be used 

in a variety of situations, including unexpected 

ones. Zeng et al., 2014 proposed a two-stage 

heuristic algorithm that combines an improved 

timing method and a local search to fix it of AGV 

scheduling. Miyamoto & Inoue, 2016 have 

proposed several local/random search methods to 

solve the problem of conflict-free sending and 

routing of AGV systems with capacity constraints. 

To solve the problem of integrated dispatching 

scheduling and conflict-free routing of AGVs, 

Umar et al., 2015 formulated three objectives to 

consider makespan, AGV travel time and cost of the 

fine and developed a multi-target hybrid genetic 

algorithm. Taghaboni and Tanchoco (1995) 

proposed a dynamic routing technique, namely 

incremental route planning, which can route AGVs 

relatively quickly compared with some static 

algorithms. Gabel & Riedmiller, n.d. proposed a 

tabular multi- agent QL approach for addressing 

dynamic scheduling problems in which unexpected 

events may occur, such as the arrival of new tasks 

or the breakdown of equipment, which would 

require frequent re-planning. Qu et al., 2016 

developed a two-agent Markov game approach based 

on QL to realize real-time cooperation between 

machines (scheduling) and the workforce (human 

resource management agents). Zhang & Dietterich, 

n.d. described a neural networkbased job-shop 

scheduling approach which demonstrated superior 

performance and reduced costs for manual system 

design. To cope with the complexities and to reduce 

human- based decisions, Lin et al., 2019 proposed a 

multi- class DQN approach that feeds local 

information to schedule job shops in semiconductor 

manufacturing. To meet the requirements in wafer 

fabrication dispatching, (Altenmüller et al., 2020 

implemented a single-agent DQN that processed 210 

data points as a single state input (such as machine 

loading status or machine setup). This enabled the 

DQN to meet strict time constraints better than 

competitive heuristics (TC, FIFO) while reaching 

predefined work-in-progress (WIP) targets as a 

secondary goal. Stricker et al., 2018 and Kuhnle et 

al., 2021 proposed a single-agent adaptive 

production control system that maximised machine 

utilisation and reduced lead and throughput times 

compared to conventional methods that struggle 

partially known environments. Hu et al., 2020 

implemented a mixed rule dispatching approach that 

determines  

the dispatching rule (FCFS, STD, EDD, LWT, NV) for 

an automated guided vehicle (AGV) depending on its 

observed state which reduced the makespan and delay 

ratio by approximately 10% compared to the 

benchmarks. 

The objective of this work is to define a solution to 

the problems through reinforcement learning (RL) 

techniques. Starting from a real case and defining the 

working hypotheses according to the definition 

constraints of a reinforcement learning problem. 
 

II. REINFORCEMENT LEARNING 

Reinforcement Learning is typically represented by a 

Markov Decision Process (MDP), which provides a 

mathematical framework for describing the 

environment in which reinforcement learning takes 

place. It consists of two main components: the agent 

and the environment. The agent learns through 

repeated interactions with the environment with the 

goal of making optimal decisions to achieve desired 

outcomes. 
 

Figure 1 General diagram of Reinforcement Learning 

Several parameters are defined to facilitate this 

process, including observations, actions, and 

rewards. Observations refer to the information the 

agent receives from the environment at each time 

step. Actions are the decisions that the agent can take 

in response to the observed state of the environment. 

Rewards are used to evaluate the agent's 

performance and provide feedback on the quality of 

its decisions. A Reinforcement Learning process 

involves defining both the agent and the 

environment. The agent represents the learning entity 

that interacts with the environment, while the 

environment encompasses the problem domain in 

which the agent operates. Additionally, a reward 

function needs to be formulated to guide the agent's 

learning process and reinforce desired behaviour. 

This reward function assigns numeric values to 

different states and actions, allowing the agent to 

learn from the received feedback. The choice of 

policy is crucial in reinforcement learning as it 

determines the desired outcome. A policy defines the 

mapping from states to actions and governs the  
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behaviour of the agent. Once the policy is defined, an 

appropriate algorithm needs to be selected to 

optimize the learning process. In the specific 

context of scheduling and routing problems, the 

Proximal Policy Optimization (PPO) algorithm has 

gained attention and popularity (Vanvuchelen et al., 

2020). PPO has been chosen due to its numerous 

advantages, including stability, computational 

efficiency, versatility, and good performance. The 

stability of PPO ensures faster convergence speed. 

The PPO algorithm offers several advantages and is 

well-suited for this purpose and, in general, for 

dynamic scheduling issues (Marchesano, Staiano, et 

al., 2022). 
 

III. PROPOSAL DEFINITION 

The proposal presented stems from a real case study 

involving an aero-engine company that aims to 

implement an Automated Guided Vehicle (AGV) 

for transporting parts between different machines. 

The problem at hand can be summarized as follows: 

there are 10 available jobs, characterized by three 

operations, each belonging to one of three distinct 

types. These types differ in terms of size and work 

cycle. The industry plant is divided into three 

departments, which can be simplified as machines. 

All machines have the same processing time, 

defined by a triangular distribution with parameters 

minimum value, maximum value and mode equal to 

5, 10, and 15. All jobs need to go through three 

machines to be considered completed but the order 

in which they visit these machines varies 

depending on the job type.  

The jobs have the following work cycles: 

Job1: Machine 1, Machine 2, Machine 3.  

Job 2: Machine 2, Machine 1, Machine 3.  

Job 3: Machine 3, Machine 2, Machine 1. 

𝐽1(𝑂1, 𝑂2, 𝑂3) 

𝐽2(𝑂2, 𝑂1, 𝑂3) 

𝐽3(𝑂3, 𝑂2, 𝑂1) 

The objective is to determine the optimal job 

processing order that minimizes the makespan. 

To evaluate the problem, a simulation model will be 

employed, specifically utilizing the AnyLogic 

multi-method tool, integrated with ALPyne. 

ALPyne is an AnyLogic-Python connector. In 

particular, it is a Python library for interactively 

running models exported from the RL experiment, 

which can be used with any edition of AnyLogic 

(Personal Learning Edition, University, or 

Professional). The need to use this tool stems from 

the fact that, unlike other experiments, the RL 

experiment cannot be directly executed by end-

users within AnyLogic. To characterize the 

problem proposed this study proposed an Agent-

Based and Discrete Event Simulation model, 

involving the following agents: Job, Machine, and 

AGV. The model operates with missions that 

specify whether the action of the AGV is for loading 

or unloading. During the simulation, the jobs are 

processed in the order they are created. However, 

during the training in the Reinforcement Learning 

experiment, the processing order is determined by 

the action that the agent must take. The agent has 

two actions to undertake: selecting the "typeJob" 

and the "typeAction". So, the agent must choose the 

Job to process based on the type of Job, whether it's 

type 1, 2, or 3, and based on the action, either 

loading or unloading for the AGV. The agent makes 

decisions based on its interactions with the 

observation space. In the presented work, several 

observations are considered: 

1. 𝑛𝑥: the number of operations completed, 
where x represents the number of jobs. 

2. CompletedJob: the number of completed 

jobs. 

3. UT: The utilization of the AGV 

(Automated Guided Vehicle) resource. 

4. timeSum: The sum of processing and travel 

times for each individual job. 

Based on the combination of actions, the target 

machine for the job is determined. The agent's 

actions aim to maximize the reward function, which 

is defined as the sum of the AGV's travel time and 

the processing times at the three machines, divided 

by the travel time. 

 

𝑅 =
𝑃𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔𝑇𝑖𝑚𝑒 + 𝑡𝑟𝑖𝑝𝑇𝑖𝑚𝑒

𝑡𝑟𝑖𝑝𝑇𝑖𝑚𝑒
 

 
Thus, the agent's goal is to take actions that 
maximize the reward function in order to minimize the 
makespan value.  

IV. RESULTS 

The results obtained from the pre-experiments align 

with the expectations and offer valuable insights into 

the effectiveness of the agent in minimizing the 

makespan by maximizing the reward function 

through its actions. The observed trend indicates that 

as the number of timesteps increases, the reward 

function consistently grows, implying a positive 

correlation between the agent's actions and the 

achieved reward. Examining the reward curve 

depicted in Figure 2, it is noteworthy that the initial 

section shows a linear progression, suggesting a 

learning phase where the agent is exploring different 

actions to determine the optimal ones. As the 

experiment progresses, the curve converges towards 

a reward value of approximately 185, indicating that 

the agent has successfully learned to navigate the 

system and optimize the makespan. To further assess 

the model's performance, a comparative analysis was 
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conducted between the makespan values obtained 

from simulation using the AnyLogic multi-method 

tool and those derived from the experiment. 

Throughout the agent's learning period, a noticeable 

trend emerges— initially, the makespan values are 

higher but gradually stabilize at a lower value 

compared to the simulation, as shown in Figure 3 in 

which the makespan function exhibits a decreasing 

trend as the number of time-steps increases. 

Eventually, it reaches a point on the graph where it 

stabilizes at an average value that is lower than the 

one obtained during the simulation. This finding 

underscores the agent's ability to learn and improve 

its decision- making process over time, leading to 

more efficient makespan reduction compared to the 

traditional simulation approach. Moreover, a 

quantitative evaluation was performed by comparing 

the makespan value obtained from simulation, 

evaluated in 10 replications, with the average 

makespan achieved through reinforcement learning. 

The results demonstrate that the makespan achieved 

through reinforcement learning consistently 

outperforms the simulation-based approach, as 

shown in TABLE 1. This comparison provides 

concrete evidence of the agent's proficiency in 

optimizing the reward function and achieving 

substantial makespan reduction, surpassing the 

capabilities of traditional simulation techniques.  
  TABLE I. MAKESPAN COMPARISON 

Makespan 

Simulation 

 

Makespan 

RL 

122,49 120,45 

 

Taken together, these findings offer robust 

evidence supporting the successful functioning of 

the proposed model. The experiment showcases 

the agent's remarkable ability to adapt and learn, 

ultimately leading to effective makespan 

minimization. This conclusion is bolstered by both 

the analysis of the reward curve, which exhibits a 

clear progression towards higher rewards, and the 

comparative evaluation that highlights the agent's 

superior performance when compared to 

simulation-based methods. In summary, the 

experiment's results solidify the notion that the 

agent can efficiently optimize the reward function 

to minimize the makespan. This research serves as 

a testament to the potential of reinforcement 

learning in improving system efficiency and 

underscores its practicality in real world 

applications where makespan reduction is a critical 

objective. 
 

 

V. CONCLUSIONS 

Starting from a well-known problem in the literature, 

this study proposes a novel and relatively unexplored 

solution. The focus is on addressing the challenging 

scheduling and routing problem of an Automated 

Guided Vehicle (AGV) through the application of 

reinforcement learning techniques. By leveraging the 

power of reinforcement learning, this approach aims 

to optimize the AGV's decision- making process, 

leading to improved efficiency and reduced 

makespan. The preliminary results obtained during 

the pre- experimental phase of the study are 

encouraging and demonstrate the potential of the 

proposed model. These early findings indicate that the 

Agent, guided by reinforcement learning, is capable 

of making effective decisions to maximize the reward 

function and minimize the makespan. However, the 

scope of this project extends beyond the initial 

results. The ultimate goal is to implement and validate 

the proposed model in various real-world scenarios. 

This flexibility allows for adaptations such as 

adjusting the number of machines, accommodating 

different job types, or varying the availability of 

jobs. By conducting thorough analyses and 

experiments, the aim is to ensure the reliability and 

effectiveness of the model across different settings. 

In summary, this study presents a promising 

approach to the scheduling and routing problem of 

AGVs using Reinforcement Learning techniques. 

The initial results indicate the model's potential for 

achieving significant improvements in efficiency. 

Future work will focus on refining and validating the 

model through comprehensive analyses, ensuring its 

reliability and applicability in practical scenarios. 
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Figure 2 Reward Function 

 

 

 

 

Figure 3 The Makespan behavoiur over the training time-step 

. 
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