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Abstract: Reinforcement Learning (RL) is a branch of Machine Learning and more generally of Artificial Intelligence 
used for complex systems. In particular, through a learning-by-trying and error method and a rewarding system, it is 
able to understand its environment and solve complicated decision-making tasks. Due to its ability, the RL has 
gained attention in various fields, including healthcare. Personalized Treatment Plans, Clinical Decision Support 
Systems and Resource Allocation in Hospitals are just a few examples that show the potential of RL not only in 
clinical practice but also in management. In this paper, we aim to perform a synthesis of the applications of RL to 
Healthcare Management (HM) by conducting a literature review of indexed scientific articles published in the last 
three years (2021-2023) on the topic. The purpose is to answer the research question on the success and critical 
factors in the implementation of RL to HM and assess its ability to manage a highly complex supply chain and 
resource system such as that of healthcare. Subsequently, a list of the most widely used algorithms and their 
performance was obtained, also discussing the ethical and legal implications that might limit their implementation. 
This review will add knowledge to the existing literature, especially providing neophytes with a preliminary document 
to consult before approaching this topic in its reality. 
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1. Introduction 

Reinforcement learning (RL) is a branch of Machine 
Learning (ML) that closely mirrors the learning processes 
of humans and animals (Sutton and Barto, 2018). Many 
RL algorithms are directly inspired by biological behavior. 
In particular, an agent interacts with its environment by 
performing specific actions and perceiving environmental 
states from which it learns the correct behavior through 
the input of a positive feedback signal (Esteso et al., 
2023). The typical steps in an RL algorithm include: (i) 
observing the environment; (ii) selecting a strategy; (iii) 
acting on the choice made; (iv) receiving a reward or 
penalty; (v) learning from the feedback received and 
changing strategy; (vi) repeating these steps until the 
optimal strategy is reached (Afsaneh et al., 2022). Each 
algorithm thus operates in two main phases: learning and 
inference. There are three distinct learning approaches in 
RL: Policy-based. Value-based, and Model-based, as 
illustrated in Figure 1.  

 

Fig. 1: Overview of RL. 

Model-based algorithms learn a model of the environment 
that predicts the state of the environment after 
performing a particular action. An example of this is 
Monte Carlo Trees. In contrast, model-free algorithms 
focus on learns a policy (policy-model) that defines the 
relationship between states and actions. The policy 
specifies the probability of taking each action in a specific 
state, with policy gradients being a common example. 
Finally, value-based algorithms learn value function that 
maps states to expected rewards, which is used to estimate 
the reward for taking a certain action in a given state. Q-
learning is one of the most popular value-based 
algorithms. Depending on the specific problem to be 
modeled, one of these types described above will be used. 
If the goal is to maximize the obtained reward, value-
based algorithms will be employed. If the objective is to 
learn a policy that achieves a certain result, policy-based 
algorithms will be used. Finally, if the environment is 
stochastic or not easily observable model-based ones will 
be the choice. Due to its high potential, interest in RL has 
grown significantly in recent years. Figure 2 shows the 
trend of Google searches on the topic from 2004 until 
March 2024 (“Google Trends,” n.d.). 
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Fig. 2: Graph produced from data extracted from Google 
Trends on Google searches using the keywords 

“Reinforcement Learning” over the period 2004-2024. 

The graph shows the time on the x-axis and the search 
interest on the y-axis. This is determined with respect to 
the highest point recorded. A value of 100 indicates the 
highest search frequency of the term, 50 indicates half of 
the searches. A score of 0, on the other hand, indicates 
that not enough data were found. Compared to the red 
trend line in Figure 2, in recent years there has been a 
wider variability and stronger growth than expected from 
the observation of previous years. RL, in fact, is not new 
but was theorised over 70 years ago in its simplest trial-
and-error form. Only the technological and scientific 
advances of the last few years, however, have allowed for 
continued progress to more high-performance approaches 
such as deep learning. 

1.1 Aim of work 

Research is being published at an ever-increasing pace, 
with both the number of scientific publications and new 
online journals rapidly growing. Conducting literature 
reviews has thus becomes strategic, as they allow for the 
summarization of existing knowledge on a specific topic, 
clarification of controversies and identification of gaps 
and new insights (Michels and Schmoch, 2012). Although 
traditional literature reviews have limitations, e.g. selection 
bias and challenges in papers identification, they remain 
popular and valuable tool (Haddaway et al., 2015). In 
recent decades, the application of various ML techniques 
has expanded in the field of medical informatics for both 
diagnostic purposes (Loperto et al., 2022; Scala et al., 
2022) and process optimization (Ponsiglione et al., 2023; 
Scala et al., 2023). ML techniques offer diverse options for 
data processing, making them an important focus for 
academics and researchers. Therefore, given the growing 
interest in this topic, particularly in this specific 
application context, summarizing this new body of 
knowledge is essential, especially to support junior 
researchers (Hasan and Bao, 2021). The purpose of this 
work is to investigate the implementation of RL 
algorithms in healthcare, with specific focus on Healthcare 
Management (HM). 

2. Research methodology 

As mentioned in the previous section, we conducted a 
literature search for scientific publications that apply to 
support HM. From the initial evaluation, it became 
evident that there are still relatively few contributions on 

this topic. In fact, most of the available research applies 
RL algorithms to healthcare or management as separate 
industrial component. Other studies combine the two 
keywords, but focus on disease management, such as 
diabetes, rather than HM. Figure 3 illustrates the 
methodology used for this review. 

 

Fig. 3: Literature review methodology. 

As shown in Figure 3, two research questions and a single 
reference database were defined. We decided to focus on 
the last five years, i.e. how much scientific and 
technological progress, together with the availability of 
data, has enabled growth in the use of these approaches. 
Of the 1575 publications obtained after screening, title 
and abstract were analyzed in order to identify actual 
relevance to the subject matter. The articles found also 
include articles that deal separately with Machine 
Learning, Management and Healthcare. For this reason, 
only those articles that implement RL on the subject of 
Healthcare were selected by reading the titles and 
keywords in the abstract (60 articles). From these, articles 
were excluded that are inherent to clinical practice, 
working on healthcare data such as images, for the 
detection of diseases or alterations. At the end of this 
further screening, 40 articles were selected. The results 
were finally grouped into topics and it was decided to treat 
only one article per type as an example, not including all 
the contexts in which the same solution was used. In the 
end, 29 articles were collected and will be briefly 
presented in the next section divided into three main 
topics: Supply Chain, Resource Management, Patient and 
Disease Management and Wearable Sensor Management.  

3. Results 

This section presents the results of the literature search, 
divided into sub-sections based on specific topics. 

3.1 Supply Chain 

Following the analysis process, five articles were identified 
that examined the use of RL algorithms to optimize the 
supply chain. A summary of these articles is presented in 
Table 1. 

In their article, Long et al. propose a sustainable supply 
chain development using artificial intelligence. The 
authors define various techniques and identify the best 
choice, verifying the model through simulation. The 
model based on the DDPG algorithm closely aligns with 
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the target path, showing minimal error, indicating its 
effectiveness. The authors conclude by demonstrating 
how these tools can assist the healthcare supply chain in 
making intelligent decisions and selecting the best 
operational modes. However, the study's limitations 
include limited data collection and a narrow area of 
interest. 

In contrast, Kitchat et al. use the DDPG algorithm to 
manage the supply chain during the complex period of the 
COVID-19 pandemic. They develop a robust system for 
allocating epidemic prevention materials in Taiwan 
pharmacies. Specifically, they discretize the number of 
masks and define a vector representing the supply for 
each pharmacy as an output.  Using real data over four 
months and simulations with increasing mask demand, 
they show that as the number of masks increases, the 
model's performance improves in terms of Root Mean 
Square Error (RMSE) and reward. 

Also focusing on COVID-19, Rey et al. address the 
distribution of vaccines using a model that considers 
different geographical areas, disease spread and a shared 
budget mechanism. The authors demonstrate that a RL 
strategy promoting global cooperation is the best solution, 
although they note limitations such as the unavailability of 
reliable and accurate data from some nations and the 
model used to simulate disease spread. 

Ahmadi et al. use a similar algorithm to model inventory 
policies in a network of several regional hospitals and a 
central warehouse. They demonstrate that their approach, 
compared to traditional policy, offers higher speed, a 
lower probability of product shortages and a better 
patients service. 

Finally, Saha et al. propose a stochastic semi-Markov 
decision process model solved by a multi-agent 
reinforcement learning method for managing drug 
inventory within a hospital. The model is validated with 
data from a multi-specialty hospital in India, showing that 
it not only improves inventory management but also 
enhances service delivery and reduces costs. 

 

Table 1: Publications on Supply Chain and RL. 

Publication RL algorithm 

(Long et al., 2023) 
Depth Deterministic Policy 

Gradient (DDPG) 

(Kitchat et al., 2024) 
Deep Deterministic Policy 

Gradient 

(Rey et al., 2023) Thompson Sampling 

(Ahmadi et al., 2022) Q-learning, Deep Q-learning 

(Saha and Rathore, 2024) Multi-Agent 

3.2 Resource Management 

Another topic addressed in the literature is resource 
management. The first group of articles, presented in 
Table 2, concerns the allocation of resources. 

Table 2: Publications on Resource Allocation and RL. 

Publication RL algorithm 

(Talaat, 2022a) 
Deep RL 

(Talaat, 2022b) 

(Lazebnik, 2023) Policy-based model 

(Zong and Luo, 2022) 
Multi-agent recurrent 
attention actor-critic 

(Jangra and Mangla, 2023) Q-Learning - SARSA 

(Palani and Rameshbabu, 2024) Deep RL 

(Su et al., 2024) 
Online Offloading 

Deep RL 

(Zhang et al., 2023) 
Q-Learning - 

BWACO 

 

In the first two studies by Talaat, a new Effective 
Resource Allocation Strategy (ERAS) for the Fog 
environment is presented, which utilizes an RL algorithm 
in the allocation module. The proposed system operates 
on three levels. In first levels involves data acquisition 
from the patient through a series of sensors. When critical 
data is detected (e.g. an abnormality in the cardiac tracing), 
the staff is alerted. The second level focuses on resource 
allocation with low latency and appropriateness for 
handling the critical event. The third level features an 
effective prediction module using Probabilistic Neural 
Networks to predict a target field (e.g. the probability of a 
heart attack), based on one or more predictors. In his 
second study, Talaat optimizes the hyper-parameters of 
the algorithm and tests this optimized version by 
monitoring quality indicators. The results show a 
correlation between the selected hyper-parameters and the 
model’s efficiency. 

Lazebnik also employs an RL algorithm for resource 
allocation, using real-world data for training. This 
approach results in a solution that improves patient 
outcomes and cost-effectiveness compared to previous 
algorithms. Despite the model’s validity and 
generalizability - according to the author's tests - 
imitations include not accounting for potential resource 
shortages due to illnesses or voluntary departures, 
variability in payment, and the role of support staff who, 
although not directly involved with patients, are essential 
for the hospital's proper functioning. 

As in the previous section, specific studies are available 
for resource allocation during COVID-19 era, as 
demonstrated by Zong and Luo. Their model differs by 
focusing on optimal lockdown resource allocation rather 
than hospital resource allocation. It starts with a pandemic 
spread model between different states, predicting 
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interactions between populations based on age and 
economic conditions.  

Jangra and Mangla implement a variant of Q-learning, 
called SARSA, aiming to optimize resource scheduling in a 
cloud-based healthcare environment. The cloud layer 
processes requests with very low latency, enabling prompt 
intervention by healthcare personnel when necessary. The 
authors also highlight numerous potential causes of 
algorithm errors. Palani et al. propose a cryptography-
based architecture to enhance security and reduce 
execution times by utilizing under-utilized resources. The 
simulated model results show optimal working time, 
resource allocation, and security in e-health systems. Su et 
al. address real-time task offloading in an intelligent 
healthcare network with dynamically varying 
environments, achieving reduced system task processing 
costs.  

Finally, Zhang et al. apply these tools in a rapidly 
developing context, i.e. territorial care and in particular 
home care. They construct a network where the nodes are 
the homes of the elderly and the arcs represent the 
horizontal and vertical distances nurses travel. The goal is 
to minimize waiting times and ensure all requests are 
processed. However, the limitation lies in the proposed 
mathematical model, which is based on consultations with 
field experts rather than objective data. 

Within the broader framework of Resource Management, 
the works shown in Table 3 are also included. 

Table 3: Publications on Resource Management and RL. 

Publication RL algorithm 

(Chen and Li, 2024) Deep Q-network 

(Guerrero et al., 2022) 
Model-based policy 

optimization 

(Zhong et al., 2024) Deep RL, Kalman filtering 

(Shuvo et al., 2023) Multi-Objective RL 

(Lakhan et al., 2023) 
Multi-Agent Dueling Double 

Deep Q-Network 

(Al-Marridi et al., 2024) Q-Learning - DRLBTS 

(Mishra et al., 2023) Distributed RL 

Chen et al. propose a dynamic system for teleconsultation 
scheduling to optimize start time. Specialists are the key 
resource for this strategy, with working hours and 
observed intervals between teleconsultations serving as 
model constraints. However, collaborations between 
clinical departments and the preferences of specialists and 
users are not considered, which are also constraints of this 
work. Guerrero et al. develop a decision-support system 
to validate building facilities according to current 
regulations in Spain. The model verifies parameters such 
as room ventilation, heating, lighting, hydraulics, gas 
distribution, layout of doors, windows, etc. The system is 
also intended for validating health building projects 
created by students during their training.  Zhong et al. 
propose an RL approach for cloud computing, which has 
garnered significant interest in healthcare services due to 

its ability to provide various medical services via the 
Internet. Their method aims to optimize these services by 
improving availability, reliability, energy consumption, and 
response time. Similarly focused on service delivery, 
Shuvo et al. propose a multi-objective RL model to 
optimize the planning and expansion of hospital services, 
even in critical situations such as a pandemic. The model 
was tested on data from Florida and adapted to that 
specific context, demonstrating a reduction in service 
denial and an increase in costs.  

In the last three articles, the Blockchain-based healthcare 
system is addressed. In the first article, a pioneering 
healthcare system is proposed for data sharing among all 
healthcare facilities and the ministry, balancing latency, 
security and cost. An RL algorithm is suggested to manage 
the system's heterogeneity. The second paper introduces a 
Deep PL-Aware Blockchain-based Task Scheduling 
algorithm that provides security and efficient scheduling 
for healthcare applications. The latest work by Mishra et 
al. presents a system called CogniSec, which employs a 
decentralized cognitive blockchain and RL architecture to 
address security issues in medical cyber-physical systems. 

3.3 Patient and Disease Management 

This section collects papers focusing on the clinical aspect 
of patient management including treatment and disease 
management, and concludes with articles modelling the 
spread of infections. 

Table 4: Publications on Patient Management and RL. 

Publication RL algorithm 

(Oh et al., 2022)  Deep Q-learning 

(Li et al., 2022) Deep Q-learning 

(Raheb et al., 2022) Deep Q-learning 

(Emerson et al., 2023) Q-learning 

(Khalilpourazari and 
Hashemi Doulabi, 2022) 

Q-learning 

(Zeng et al., 2023) Multi-reward Deep RL 

Oh et al. propose a model based on RL algorithms to 
identify the best treatment for patients with type 2 
diabetes. The approach involves creating clusters of 
patients with similar characteristics using k-means 
algorithm, thereby advancing the concept of personalized 
medicine. The model incorporates the patient's biomedical 
data (BMI, blood pressure, glycated hemoglobin levels, 
etc.) and assigns a unique metformin therapy according to 
the protocol. If the patient’s condition worsens, the 
therapy dosage may be adjusted. The model was validated 
by comparing the simulated data with the expert medical 
prescriptions, demonstrating a reduction in complications 
and lower glycated hemoglobin levels. Using a similar RL 
algorithm, Li et al. develop a system to optimize sequential 
treatment for diseases such as sepsis and diabetes, 
focusing specifically on patients with diabetic ketoacidosis. 
The system recommends drug dosages for various 
physiological states using data from electronic medical 
records. Unlike other studies, their model employs a 
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different agent structure at each time-step and an 
improved reward system. Raheb et al. and Emerson et al. 
also address diabetes from a clinical perspective. In the 
first paper, offline RL techniques are used to create 
glucose control policies for patients with type 1 diabetes. 
The algorithm adapts to the patient’s initial data, updating 
insulin requirements over time. However, the authors note 
limitations, including the model’s failure to account for 
stress and activity levels, and the lack of validation with 
real patient data. Further studies and developments are 
needed before clinical application. In the second paper, on 
the other hand, the authors propose an automated model 
that calculates insulin doses in clinical units for 
subcutaneous injection in patient with type 2 diabetes. 
Their model accurately emulates the basal-bolus process 
by accounting for both insulin infusion and absorption   

The last two articles in Table 4 use RL algorithms to 
predict the course of the COVID-19 pandemic using the 
most up-to-date mathematical models. These studies also 
assess the potential impact of by governments actions. 

3.4 Wearable Sensor Management 

This final section focuses on the implementation of RL 
algorithms for managing wearable sensors (WS). 

In the first study identified, Tripathy et al. explore the use 
of RL to adapt and record user information collected with 
wearable sensors (WS), tailoring the data according to 
specific environmental situations. In contrast, Arikumar et 
al. employ RL to tag data from wearable devices without 
storing all the data in the cloud, instead leveraging 
peripheral components. Their classification model 
achieved an accuracy of 99.67% but may be vulnerable to 
privacy issues. Finally, Li et al. propose an RL system for 
Online Mobile Charging Scheduling with optimal Quality 
of Sensing Coverage, resulting in a model that, after 
extensive simulations, proves to be stable and superior to 
existing algorithms. 

Table 5: Publications on WS Management and RL. 

Publication RL algorithm 

(Tripathy et al., 2024) Q-learning 

(Arikumar et al., 2022) Deep RL 

(Li et al., 2024) Deep Q-Network 

 

4. Discussion and Conclusion 

In this paper, we present a synthetic literature review to 
identify the implementations of RL algorithms in the 
context of HM. 

From an initial selection of over 1500 scientific articles in 
English published between 2022 and 2024, we selected 29 
articles, categorizing them into four different topics: 
Supply Chain, Resource Management, Patient and Disease 
Management and Wearable Sensor Management. For each 
topic, we focused on presenting distinct types of work, 

avoiding redundant discussions across different 
application contexts. 

Supply Chain Management and Resource Allocation are 
the most frequently implemented RL techniques. 
Additionally, the topic of block chain, is also highly valued 
by scientists. Numerous articles also explore the topic of 
Patient and Disease Management, aiming to identify the 
most effective treatment or supporting continuous 
monitoring of vital parameters. However, this topic, this 
topic tends to be closer to clinical practice rather than top-
level management. The same applies to Wearable Sensor 
Management, where the primary objective is to manage 
devices and collected data useful for medical treatment. 

In summary, while there is considerable literature on the 
application of RL to support patient diagnosis, treatment, 
and monitoring, the HM topic remains underexplored, 
especially concerning processes and care pathways. As 
shown by (Assadullah, 2019), various fields including 
clinical decision-making, risk assessment, care processes, 
continuity of care, coordination of care, safety of care, and 
managerial processes in healthcare, have been analyzed by 
Artificial Intelligence (AI). For instance, (Grant and 
McParland, 2019) demonstrate the effectiveness of AI in 
an emergency room using an e-triage model for 
categorizing patient severity. A search for "Artificial 
Intelligence, Healthcare Management" in the same 
databases yields more than 8,000 articles, including those 
by (Senapati et al., 2024) ) on AI algorithms supporting 
the supply chain and (Mizan and Taghipour, 2022) on 
machine learning predicting patient arrival and optimizing 
resource allocation. Despite these developments, RL 
remains poorly implemented in HM, with areas such as 
clinical risk and process optimization still unaddressed, 
suggesting potential avenues for further research. 

This work has limitations, including the small number of 
identified and discussed papers, the limited analysis 
period, and the restricted number of reference databases. 
Additionally, several keywords were not tested, which 
might have affected the comprehensiveness of the review. 
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